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Abstract

The theory of financial intermediation highlightarnous channels through which
capital and liquidity are interrelated. Using a sitaneous equations framework, we
investigate the relationship between bank regwatapital buffer and liquidity for European
and U.S. publicly traded commercial banks. Previmsearch studying the determinants of
bank capital buffer has neglected the role of tgyi On the whole, we find that banks do not
strengthen their regulatory capital buffer whenytlfece higher illiquidity as defined in the
Basel Il accords or when they create more liqyidis measured by Berger and Bouwman
(2009). However, considering other measures dajfuidity that focus more closely on core
deposits in the United States, our results show sireall banks do actually strengthen their
solvency standards when they are exposed to hitligerdity. Our empirical investigation
supports the need to implement minimum liquidityio® concomitant to capital ratios, as
stressed by the Basel Committee; however, ourrfgglalso shed light on the need to further
clarify how to define and measure illiquidity antsa on how to regulate large banking
institutions, which behave differently than smabees.
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1. Introduction

Liquidity transformation is traditionally consideréhe preeminent function of banks,
but also the primary source of their vulnerabilapd a justification for their protection
through a public safety net in the form of depasgurance (Bryant, 1980; Diamond and
Dybvig, 1983). Indeed, an important role of bankghe economy is to provide liquidity by
funding long-term, illiquid assets with short-terhiguid liabilities. Thus, banks hold illiquid
assets and provide cash to the rest of the econbhneyefore, they face risk if some liabilities
invested in illiquid assets are claimed at shoticeo The subprime crisis well illustrates how
quickly and severely illiquidity can crystallizen particular, it shows how some sources of
funding can evaporate, compounding concerns albweitvaluation of assets and capital
adequacy rules (BIS, 2009).

The existing theoretical and empirical literatuensiders the causal link that goes
from bank capital to liquidity creation. The thetical literature provides two opposing views
on this relationship. As discussed by Berger andvBoan (2009), under the first view, bank
capital tends to impede liquidity creation througlo distinct effects: the “financial fragility
structure” and the “crowding-out of deposits”. ThH#nancial fragility structure”,
characterized by lower capital, tends to favoritigy creation (Diamond and Rajan, 2000,
2001), while higher capital ratios could crowd aléposits and thereby reduce liquidity
creation (Gorton and Winton, 2000). Under the sdcweiew, higher capital enhances the
ability of banks to create liquidity because ibals them to absorb greater risk (Bhattacharya
and Thakor, 1993; Repullo, 2004; Von Thadden 2004).

While theory suggests a causal relationship fromitakto liquidity creation, in
practice, the issue is more complex and both niighjpintly determinet Indeed, the more
banks create liquidity, the more they are exposedhe risk of being unable to meet
unexpected withdrawals from customers. Thus, bamkg need to strengthen their solvency
to access external funding more easily or, in ex¢recases, to face unexpected losses from
selling some assets at fire-sale prices (Matz agul R007).

Banks must comply with capital standards throughimim requirements for risk
weighted capital ratios. However, most banks haidamount of capital that exceeds the

minimum imposed by regulation. From this perspegtivarious studies investigate why

! Berger and Bouwman (2009) point out this endodgrissue. Consequently, they interpret their rasak
correlations between capital and liquidity creatrather than causal relationships. Their study $esuon the
determinants of liquidity creation. Capital is ooketheir independent variables, and they addredeganeity
using instrumental variable regressions.
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banks buildup such capital buffers (Lindquist, 200dkipii and Milne, 2008; Ayuso et al.,
2004). However, this literature does not consider tole of liquidity in analyzing bank
regulatory capital buffer.

The purpose of this paper is to study the relatignbetween bank regulatory capital
buffer and liquidity. We study the contribution bduidity in explaining bank regulatory
capital buffer beyond the determinants considenethe literature. Specifically, we question
whether banks maintain or strengthen their regufataipital buffer when they face higher
illiquidity. In this context, we hypothesize thatriks might strengthen their solvency
standards to offset their liquidity constraint amgprove their ability to raise external funds.
In addition, banks might raise their capital staddao better assume the losses from selling
illiquid assets to repay the liabilities claimedademand. If the hypothesis is rejected—that is,
if banks do not adjust and improve their capitaingiards when facing higher illiquidity—
liquidity requirements concomitant to capital stamidamight be needed to temper the overall
riskiness of banks. From this perspective, we asntribute to the debate on liquidity
regulation implemented in the Basel Ill regulattigmeworK.

We extend the current literature in several dimei First, we add to the strand of the
existing empirical literature on bank capital buffén that liquidity has not yet been
considered a determinant of capital buffer. Secdaadye consistent with recent empirical
findings showing that bank capital and liquidityghi be jointly determined, we estimate a
simultaneous equations model. Third, we consideh laoliquidity creation indicator in the
steps of Berger and Bouwman (2009) and a liquidtiticator in line with the definition of
the Basel Committee on Banking Regulation and Sugien (i.e., the net stable funding
ratio). The net stable funding ratio shows to wégent a bank is able to meet its liquidity
requirements without borrowing money or sellingatsets at a loss. This measure accounts
for the imbalances of both sides of bank balaneetshand enables regulators to better assess
the ability of banks to meet unexpected customéndeawals from their liquid assets. The
main difference between the liquidity creation gator and the liquidity indicator as defined
in the Basel Ill accords stems from the liabilitges of the balance sheets. The liquidity

creation indicator considers some liabilities gsiilil because they can be quickly withdrawn

2 Two regulatory standards for liquidity have beetrdduced (BIS, 2009). Thenét stable funding ratio
identifies the amount of long-term, stable soureeginding an institution uses relative to the ldjty profiles
of its assets and the potential for contingentscah funding liquidity arising from off-balance-gte
commitments and obligations. The standard reqairgsnimum amount of funding that is expected tstadble
over a one year-time horizon based on liquiditytdex assigned to assets and off-balance-sheet darents.
The Basel Committee has also introduced thiguidity coverage ratid to promote the short-term resiliency of
the liquidity profile of institutions by ensuringdt they have sufficient high-quality liquid resoces to survive
an acute stress scenario lasting for one month.
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without penalty. However, a large share of thegeidi liabilities is considered as stable in the
Basel Il liquidity indicator because they are esfgel to "stay" within the institution. From
these two approaches to measure bank liquiditynwestigate how bank managers deal with
the stability of their funding in the definition dfank liquidity. We measure the liquidity
created by banks or their exposure to liquiditk r@ly from on-balance sheet positions
because a detailed breakdown of off-balance sheeist available in standard databases for
European banks. This could alter our results fayddanks because they are generally more
involved in off-balance sheet activities, and speaily in sophisticated instruments, than
small bank& Finally, we also add to the literature by assepsiie accuracy of improving the
regulatory framework by adding liquidity requirent®to capital standards.

Our investigation requires market data and a detaidlreakdown of bank balance
sheets to compute liquidity indicators. This infatimon is more frequently and extensively
reported for listed banks in standard databases.s@uple is therefore limited to publicly
traded U.S. and European commercial bamksing the pre-crisis 2000-2006. We omit the
crisis years 2007 and 2008 that are likely to distour analysis. The main results show that
banks do not strengthen their regulatory capitafdouivhen they face higher illiquidity as
defined in the Basel Ill accords or when they aenbre liquidity as measured by Berger and
Bouwman (2009). However, considering a differerftraiiion of stable liabilities specific to
U.S. banks based on the concept of core depobisyasults show that small banks do
actually build larger regulatory capital buffers whihey are exposed to higher illiquidity.
The findings support the need to implement mininliguidity ratios concomitant to capital
ratios, as stressed by the Basel Committee. Nealed$, the results also shed light on the

need to further clarify how to define and measlicuidity.

The remainder of this paper is organized as follo@sction 2 reviews existing
literature on bank liquidity creation and on théedminants of bank capital buffer. Section 3
presents the dataset and the empirical strategyle va@ction 4 describes the variables
considered in the analysis. Results and robustriessks are presented in sections 5 and 6.

Section 7 presents concluding remarks.

% In their empirical study on the determinants gildity creation, Berger and Bouwman (2009) indictitat
their results differ for large banks but not foradhibanks when they account for off-balance shesttjons.

* Some of these banks perform non-commercial bankitiyities (e.g., JP Morgan Chase owns one of the
largest hedge funds in the United States). We camtyrobustness checks by running estimations saoba
sample limited to “true commercial banks”. We exldwa bank if it is very small (total assets bel®s $nillion)

or if it has consumer loans exceeding 50% of tatslets. Besides, we verify that our sample doemaokide a
bank with no loans outstanding, zero deposits o ae negative equity capital. For further detaskse section 6.

In all cases, the main conclusions are consistéhttivose obtained with our full sample of banks.



2. Related literature

Our research is related to two strands of litemttine theories linking bank capital
and liquidity creation and studies focusing on theterminants of bank capital buffer.
Numerous papers deal with the relationship betwsserk capital and liquidity creation. In
their work, Berger and Bouwman (2009) note that thwpotheses largely frame the
discussion on this relationship: the “financialditay/crowding-out” hypothesis and the “risk
absorption” hypothesis. Roughly descriBethe “financial fragility structure” effect is the
outcome of the following process. The bank colldéatgls from depositors and lends them to
borrowers. By monitoring borrowers, the bank olgammivate information that gives it an
advantage in assessing the profitability of its rtwers. However, this informational
advantage creates an agency problem, and the bighk extort rents from its depositors by
requiring a greater share of the loan income. fodéors refuse to pay the higher cost, the
bank withholds monitoring or loan-collecting efrBecause depositors know that the bank
might abuse their trust, they become reluctantutotipeir money in the bank. Consequently,
the bank must win depositors’ confidence by adapériragile financial structure with a large
share of liquid deposits. A contract with depostonitigates the bank’s hold-up problem
because depositors can run on the bank if the kandatens to withhold efforts.
Consequently, financial fragility favors liquidigreation in that it allows the bank to collect
more deposits and grant more loans. In contraghehnicapital tends to mitigate the financial
fragility and enhances the bargaining power oftihek, which hampers the credibility of its
commitment to depositors. Thus, higher capital semdl decrease liquidity creation. In
addition, Gorton and Winton (2000) show that a kighapital ratio can reduce liquidity
creation through another effect: the “crowding-otideposits”. They maintain that deposits
are more effective liquidity hedges for agents thawvestments in bank equity. Indeed,
deposits are totally or partially insured and witwlable at par value. In contrast, bank
capital is not exigible and has a stochastic vdlug depends on the state of bank
fundamentals and the liquidity of the stock exclear@onsequently, higher capital ratios shift
investors’ funds from relatively liquid deposits telatively illiquid bank capital. Thus, the
higher is the bank's capital ratio, the lower is liquidity creation. Under the second
hypothesis, higher capital enhances the abilityoariks to create liquidity. Here, liquidity
creation increases the bank’s exposure to risksdssses increase with the level of illiquid

® See Berger and Bouwman (2009) for a longer disomssn the “financial fragility structure” and the
“crowding-out of deposits” effects.



assets to satisfy the liquidity demands of custenf@ilen and Gale, 2004). Bank capital
allows the bank to absorb greater risk (Bhattacharyd Thakor, 1993; Repullo, 2004; Von
Thadden 2004). Thus, the higher is the bank's @agaitio, the higher is its liquidity creation.

Berger and Bouwman (2009) empirically test thesemetheories of the relationship between
capital and liquidity creation. Using a sample oSUcommercial banks from 1993 to 2003,
they find that the relationship is positive fordarbanks when liquidity creation includes off-
balance sheet activities and not significant whigaidity creation only accounts for on-

balance sheet activities. The relationship is §icgmtly negative for small banks considering

both liquidity creation measures.

Turning to the empirical literature on the deteramts of bank capital buffer, the
studies mainly focus on the relationship betwegivan determinant and bank capital buffer
by controlling for other potential determinantsoifrthis perspective, Lindquist (2004) uses
Norwegian banks to study the impact of the rislene$ bank assets on capital buffer.
Regulatory capital requirements are only basedredit;c market and operational risks and do
not cover all types of risk. Furthermore, sophatec risk valuation models might
underestimate risk. Therefore, banks might holdtabm excess of the minimum required by
regulators so they can face unexpected losses tinem risky assets. However, Lindquist
(2004) does not find any significant link. Joki@nd Milne (2011) also focus on the
relationship between risk and bank capital bufier, they examine the relationship between
capital buffer and portfolio risk adjustments. Ugpitd.S. bank holding companies and
commercial banks over the 1986-2006 period, theg & positive two-way relationship.
Several studies investigate how the business ayiihit influence bank capital buffer, as
much debate on Basel capital standards has cerdargs potential “pro-cyclicality”. Ayuso
et al. (2004) and Stolz and Wedow (2011) consigem&h and German banks, respectively.
Bikker and Metzemakers (2004) and Jokipii and Mi{{p@08) focus on banks from 29 OECD
countries and from 25 European countries, respégtivéheir results globally highlight a
significant negative co-movement with the cyclenBatend to decrease (increase) their
capital buffer during upturns (downturns). Otheudéts consider the impact of market
discipline in the determination of bank capital fieaf They empirically test whether market
discipline provides enough incentives for banksttengthen their capital buffer to mitigate
their default risk. For example, Flannery and Ran@2008) study the causes of the bank
capital buildup of the 1990s for large U.S. banKsey find that among the relevant factors,

market discipline explains the bulk of this buildéyfon et al. (2004) and Nier and Baumann



(2006), using a sample of UK banks and a largesetosintry panel data set from 32
countries, respectively, show that moral hazardefiective and that market discipline
encourages banks to strengthen their capital bufenseca and Gonzalez (2010) consider
cross country data from 70 countries and investigahether the influence of market
discipline on capital buffer varies across coustrigith heterogeneous frameworks for
regulation, supervision and institutions. They fititht, even if market discipline has a
positive impact on bank capital buffer, the relasibip depends on several structural factors.
Indeed, restrictions on bank activities, effecthupervision and bad institutional environment
tend to weaken market discipline and reduce ingesatfor banks to hold capital in excess of

the minimum required by regulators.
3. Sample and empirical method
3.1. Presentation of the sample

Our sample includes U.S. and Europepnblicly traded commercial banks over the
20002006 period. We deliberately omit the cristgmrng 2007 and 2008 that are likely to
disturb our analysis. We consider U.S. and Eurodesrks because the required data are
available on standard databases to ensure an teaemesentativeness of the sample of
banks in each country. Furthermore, we include tistgd banks because the setting requires
market data (i.e., market value of assets, dividgadd a detailed breakdown of bank balance
sheets to compute liquidity indicators. In standdatabases, this information is more
frequently and extensively reported for listed banks

Annual consolidated financial statements were etdch from Bloomberg. We also
consider data from the World Bank’s 2007 Regulatiod Supervisory Database (Barth et al.,
2007) to compute an indicator of regulatory ovérsif bank capital.

From 2000 to 2006, we identify 870 listed commdranks (645 in the United States
and 225 in Europe). To enable the liquidity indicatomputation, we restrict the sample to
banks for which the breakdown for loans by categamg the breakdown for deposits by

maturity were available in Bloomberg or in annugparts. We also delete a bank if its total

® The sample includes banks from the 27 EU membentces, Norway and Switzerland. However, the resgli
data are available only for banks located in thef@@wing countries: Austria, Belgium, Cyprus, Deark,

Finland, France, Germany, Greece, Iceland, Ireldtady, Liechtenstein, Malta, the Netherlands, Nayw
Portugal, Spain, Sweden, Switzerland and the Uikiagdom.



regulatory capital ratio is lower than the regulgtotinimum requiremeft Such a bank is
likely to behave very differently from banks thae an compliance because it is under close
regulatory scrutiny and it might face constraintsits activities. Our final sample consists of
781 commercial banks (574 in the United States 201 in Europe). Table 1 presents the
distribution of banks by country and the represtrgaess of the sample. We compare
aggregate total assets of banks included in tted §ample with aggregate total assets of the
whole banking system. Over the 2000-2006 periaafittal sample accounts, on average, for
66.4% of the total assets of U.S. commercial baaksreported by the Federal Deposit
Insurance Corporation (FDIC) and 60.4% of the tatalets of European commercial banks as

reported by central banks.

[Insert Table 1]

Table 2 presents some general descriptive statisfithe final sample including U.S.
and European banks. By using several key accourdings, the data highlight that banks are
on average focused on traditional intermediatidiviies. Indeed, loans and deposits account
for a large share of bank total assets and tahlliiies. The average share of loans in total
assets is 65.4% and the average ratio of total dlisptm total assets is 70.7%. In addition,
average interest income accounts for nearly threetens of total income (72%). However,
there is a high heterogeneity across banks, asrshoywthe high standard deviation and
extreme values of each ratio. Considering the satibtotal loans to total assets and total
deposits to total assets, minimum values are réispgcequal to 4.8% and 4.1%. We check
that these very low minima are not outliers butvpilefor several large European banks. We
therefore keep these observations in the panelafdeg the quality of bank assets, the
average share of loan loss provisions in total 40mn0.4%. Considering profitability, the
average return on assets is equal to 0.9%. Lagserins of capitalization, the average risk
weighted capital ratio is at 13.4%, and the avenag@ of Tier 1 capital to total assets is
8.4%.

[Insert Table 2]

" We take in account that regulators set the minimequirement at 8% for the ratio of Tier 1 and Pit to
total risk weighted assets, except in Cyprus witaseequal to 10% and in the United Kingdom whigrean be
considered equal to 9% following Jokipii and Mil(#008). Regarding the ratio of Tier 1 capital ttataisk
weighted assets, the minimum requirement is atrf8édl icountries.



3.2. The model and regression framework

In this paper, we investigate the contributionigbiidity in explaining bank regulatory
capital buffer beyond the determinants considemetie existing literature. Regulatory capital
buffer is defined as the amount of capital a baoki$in excess of the minimum required to
meet regulatory standards. In most of the countiigdhe sample, regulators set the minimum
requirement at 8%. Thus, total regulatory capitdfdsus the difference between the total
regulatory capital ratio (i.e., the ratio of Tieadd Tier 2 capital to risk weighted assets) and a
constant (8%). To simplify, we use the total retpia capital ratio instead of total regulatory
capital buffef. Previous studies show that bank capital might ks a determinant of bank
liquidity creation (Berger and Bouwman, 2009). Thusleal with endogeneity, we consider a
simultaneous equations model. In the first equati@n, the regulatory capital equation), we
regress the regulatory capital ratio on a set offofa identified in the previous literature, to
which we add liquidity variables using several pesx In the second equation (i.e., the
liquidity equation), we regress the liquidity vdri@ on a set of independent variables
identified in previous literature. The empirical nebdis specified by the following
simultaneous equations system (noted as systensiibscripts andt denoting bank and

period, respectively):

J

K
K_RWA, =a, +B L, +ZVkDK i t-1 +ZyiDKji,t T E;

k=1 =1

y y (1)
Li,t :6it +¢ K_RWA“ +z)\mDLmi,t—1 +z)“”DLni,t +Eit

m=1 n=1

Previous empirical studies on capital buffer anguillity respectively highlight
potential endogeneity issues with some explanatanables and specifically with most of
the bank level indicators. To address such iSsales following Lindquist (2004), in both the
regulatory capital and the liquidity equations, replace all bank-level explanatory variables

8 In section 6, we perform robustness checks corisglebank regulatory capital buffers instead of lban
regulatory capital ratios. We take in account ttegulators set the minimum requirement at 8%, exaep
Cyprus where it is equal to 10% and in the Unitédgdom where it is equal to 9% following JokipiicaMilne
(2008) Our results are consistent with those obtainedidening the bank regulatory capital ratio.

® Hausman tests are run for endogeneity by consigezach equation of the system individually. Thetste
confirm the presence of endogeneity both in theleggry capital and the liquidity equations.



which are presumably endogenous in the existiegdlitire by their one-year lagged vaflie
K_RWAandL correspond respectively to the regulatory capisio and to the liquidity
proxy. DK; and DL, are respectively th¢™ and then™ exogenous determinants of the
regulatory capital ratio and liquiditydKy and DL, are respectively thé&" and them™
presumably endogenous determinants of the regulasgpital ratio and liquidity.

We estimate system (1) considering the generalirethod of moments (GMM).
Considering this estimation method has two advastayf is robust to the distribution of
errors and it is considered more efficient than-stage least squares (2SLS) regression
because it accounts for the heteroskedasticityrrokse (Hall, 2005). After testing for cross-
section and time fixed versus random effects, wlide cross-section and time fixed effects

in the regressions.
4. Definition of variables
4.1. Regulatory capital ratios

The total regulatory capital ratio is defined as thtio of Tier 1 and Tier 2 capital to
risk weighted asset3 {2_RWA For deeper insights, we consider an alternaneasure of
the regulatory capital ratio. This is the ratio bier 1 capital to risk weighted assets
(T1_RWA. Tier 1 capital consists of better quality capéad banks might be managing the
different components of regulatory capital diffettgn

Since bank capital and liquidity creation mightjbetly determined, the regulatory
capital ratio K_RWA)is the dependent variable in the regulatory chpt@ation of system
(1) and an explanatory variable in the liquiditpation of this systef. As discussed above,
the theoretical literature provides two oppositews of the impact of capital on liquidity
creation. The “financial fragility hypothesis” (Dreond and Rajan, 2000 and 2001) and the
“deposit crowding-out hypothesis” (Gorton and Wmt@000) predict that higher capital will
decrease bank liquidity creation. However, thek‘radsorption hypothesis” postulates that
higher capital will increase bank liquidity creatiolhus, the expected sign for the coefficient

of this variable is ambiguous in the liquidity etjaa.

19 We check that the one year lagged values of tasumably endogenous variables are not weak insiisme
However, more lags of these variables are notdioized in the regressions as they are weak instrismen

1 K_RWA:s either the Tier 1 and Tier 2 capital to riskigited assetsTL2_RWA or the ratio of Tier 1 capital
to risk weighted asset$1 RWA.
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4.2. Measures of liquidity

In the banking literature, most empirical studieattconsider liquidity indicators use
ratios computed from accounting data (i.e., coasistwith liquidity indicators of the
CAMELS rating approach). However, as argued by Paor and Blake (2005), using such
liquidity ratios could be inaccurate under certaonditions. For example, a large regional
bank such as the Southeast Bank of Miami, withtia & liquid assets to total assets above
30%, bankrupted in September 1991 because ofdtslity to repay some liabilities claimed
on demand with its liquid ass&sIn addition, given the development of bank market
activities, the cash value of assets that couldnbaetized and the availability of market
funding are essential to assess bank liquidityd@al with such issues, some empirical studies
use synthetic liquidity indicators that include, addition to the information provided by
accounting data on the liquidity profile of banksformation about the cash value of assets
that could be monetized and about the availabitymarket funding to determine the
liquidity of bank assets and liabilities (Deep @xhaefer, 2004; Berger and Bouwman, 2009;
BIS, 2009). Using this literature emphasizing thge wf such synthetic indicators and
considering the Basel Il international framewodk fiquidity assessment in banking, we use
the following two proxies: a liquidity creation iiwétor (LC) and the inversé of the Basel IlI
net stable funding ratiol (NSFR'. We measure the liquidity created by banks orrthei
exposure to liquidity risk only from on-balance shpositions because a detailed breakdown
of off-balance sheets is not available in standdathbases for European banks. However,
bank liquidity might be affected by on- and off-tate sheets positions. Indeed, banks can
also create liquidity off the balance sheet thrologin commitments to customers and similar
claims to liquid funds. In addition, the potenttaintingent calls on funding liquidity arising
from off-balance sheet commitments and obligaticas generate lack of liquidity and thus

increase bank illiquidity. In Berger and Bouwman(@)) liquidity creation is computed with

12 The Southeast Bank of Miami had experienced sigmif problems as a result of concentrated leniting
commercial real estate and weak underwriting aeditadministration practices. As of August 31, 19€kal
estate loans at Southeast Bank of Miami totaled3.Es$illion, or 45% of the bank’s total loan potifo and
nonperforming assets equaled 10% of loans. SoutBsask of Miami reported a loss of US$116.6 millitor
the first quarter and US$139 million for the secapdrter of 1991. The announcement of these husge$o
caused more depositors to withdraw their funds,thadank’s liquidity problems grew worse. Finallye bank
was closed on September 19, 1991, when it was enabtepay a loan from the Federal Reserve Bank of
Atlanta.

13 We use the inverse of the Basel Il net stablelifog ratio. A higher value indicates higher illidity.

4 The Basel Committee on Banking Regulation and Bigien also introduced thdi¢uidity coverage ratit
This ratio is intended to promote the short-tersiliency of the liquidity profile of banks by ensuy that they
have sufficient high-quality liquid resources ta\sue an acute stress scenario lasting for one mdritis paper
focuses on a one-year horizon and we do not congugate a ratio which requires the use of monthladat
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a method similar to ours by using on-balance shetmation only but also by adding off-
balance sheet items. Berger and Bouwman (2009)ndecuthat large and small banks create
liquidity in very different ways considering altetely a narrow liquidity creation indicator
limited to on-balance sheet positions and a broau#cator that also includes off-balance
sheet positions. They show that for U.S. bankef @903, unused loan commitments amount
to 48% of the total liquidity created by large bankhile they only account for 19% of the
liquidity created by small banks. Regarding the actpof bank capital on liquidity creation,
their results differ when they account for off-bata sheet positions for large banks. Indeed,
the authors find a positive and significant relasbip between capital and liquidity creation
for large banks only when they consider their brodideidity creation measure that includes
off-balance sheet activities. For small banks, rglationship between capital and liquidity

creation is significant and negative with both deiions of the liquidity creation indicator.

Our first liquidity measure is the narrow liquidityeation indicator(C) defined by
Berger and Bouwman (2009) which only considers alaifice sheet positions. To compute
this indicator, first, all assets and liabilitiese eclassified as liquid, semiliquid or illiquid
according to their maturity and their category. Boughors assume that some assets are easier
to sell than others (e.g., securitizable loanglitigaassets). In addition, they assume that some
liabilities can be more quickly withdrawn withoutradty. Second, each asset and liability
item is weighted accordingly. Table 3 shows theghvs applied to bank balance sheets based

on Berger and Bouwman (2009).

[Insert Table 3]

Liquidity creation [C) is then calculated as follows:

0.5 * illiquid assets + 0 * semiliquid asse®.5 * liquid assets
+ 0.5 * liquid liabilities + 0 * semiliquid liabities - 0.5 * illiquid liabilities
Total assets

LC =

All else being equal, a bank creates one dolldiqoidity by investing one dollar of
liquid liabilities (e.g., transaction deposits)anvne dollar of illiquid assets (e.g., business
loans). Similarly, a bank destroys one dollar guidity by investing one dollar of illiquid

liabilities or equity into one dollar of liquid ass (e.g., short-term government securities).
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Higher values of liquidity creation indicate highmank illiquidity, as the bank invests more
liquid liabilities into illiquid assets. In such @ase, the bank is more exposed to maturity
transformation risk if customers claim their furaisdemand while illiquid assets are saleable

at fire sale prices.

Our second liquidity proxy is based on the regulagtandards proposed by the Basel
Committee on Banking Regulation and SupervisionS(B009). Following the subprime
crisis, in recognition of the need for banks to ioye their liquidity management, the Basel
Committee on Banking Regulation and Supervisioretigped an international framework for
liquidity assessment in banking (BIS, 2009). Amadhg several guidelines, the Basel lli
accords include the implementation of the “net gtdbhding ratio”. This ratio is intended to
promote resiliency over long-term time horizonscbyating additional incentives for banks to
fund their activities with more stable sourceswiding on an ongoing structural basis. This
liquidity measure is the ratio of the available amioof stable funding to the required amount
of stable funding. The available amount of stableding is the total amount of an
institution’s (1) capital, (2) liabilities with edttive maturities of one year or greater, and (3)
portion of “stable” demand deposits (i.e., fundghwinaturities of less than one year that
would be expected to "stay" within the instituti@mnd of term deposits with maturities of less
than one year that would be expected to "stay"iwithe institution. The required amount of
stable funding is the amount of a particular a#isa&t could not be monetized through sale or
used as collateral in a secured borrowing on aenebed basis during a liquidity event lasting
one year. To calculate the “net stable fundingotaa specific required stable funding factor
is assigned to each particular type of asset asgeaific available stable funding factor is
assigned to each particular type of liability. lable 4, we briefly summarize the composition
of asset and liability categories and related stdbhding factors. The higher the required
amount of stable funding compared with the avadadinount of stable funding, the more
illiquid a bank is considered. Because the regutatin bank liquidity is not yet implemented,
this ratio is only an indicator of bank illiquidigs defined in the Basel Ill accords and does
not establish a minimum acceptable amount of stdbteling based on the liquidity

characteristics of an institution’s assets and/aieis over a one-year time horizon.

[Insert Table 4]

For consistency with our first liquidity measureg wonsider for this second liquidity

measure the inverse of the regulatory ratio (BIB®9. Higher values of both measures will
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indicate higher illiquidity. The inverse of the ratable funding ratiol (NSFR is the ratio of
the required amount of stable funding to the ab&lamount of stable funding. In Table A.1
(Appendix A), we show the breakdown of bank balastoeets as provided by Bloomberg and
its weighting with respect to the Basel Il frameWwdo calculate the inverse of the net stable
funding ratio. On the asset side, we define the Bpd maturity of assets consistent with the
definition of BIS (2009) to apply the correspondimgights. On the liability side, we consider
only the maturity of liabilities to apply the cosmonding weights. Because the data only
provide the breakdown of deposits according torthmgiturity and not according to the type of
depositors, we consider the intermediate weighD.at> for stable demand deposits and
saving deposits (including all deposits with a miggwof less than one year). We calculate the
inverse of the net stable funding ratioNSFR as follows:

0 * (cash + interbank assets + short-term ntatie assets)
+ 0.5 * (long-term marketable assets + customeeptances)
+ 0.85 * consumer loans
Required amount of stable funding _ + 1 * (commerltahs + other loans + other assets + fixed assets)
Available amount of stable funding 0.7 * (demateghosits + saving deposits)
+ 0 * (short-term market debt + other short-terabilities)
+ 1 * (long-term liabilities + equity)

|_NSFR =

As mentioned above, higher values of the two liguiohdicators indicate higher bank
illiquidity. Higher levels of liquidity creation LLC) mean that banks invest more liquid
liabilities in illiquid assets. In addition, a highinverse net stable funding ratib NSFR
implies that the amount of assets that cannot beetrrked is deviating from the available
amount of stable funding. In this context, a baag&et risk if some liquid liabilities (i.e.,
unstable funding) invested in illiquid assets (iassets that could not be monetized or that
can be sold at loss) are claimed on demand. Irmpproach, we hypothesize that the rational
behavior of banks is to hold more capital to asstimelosses incurred by higher illiquidity.
Consequently, we expect a positive sign for thdfiments of the variabletC andl_ NSFR

in the determination of regulatory capital ratios.

5 The Basel Committee considers three different fsigi.e., 0.5 or 0.7 or 0.85) for demand and sgvin
deposits (i.e., all deposits with a maturity ofslésan 1 year) according to the type of depositdese, it is the
intermediate weight of 0.7 that is used. In sec@ipwe perform robustness checks by consideringrotieights.
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4.3. Variables affecting regulatory capital buftard liquidity from previous literature

Following the existing literature, we consider egkaset of bank-level indicators and
macroeconomic variables that are likely to affeatkbeegulatory capital ratios and liquidity

respectively.

4.3.1. Regulatory capital equation

We include profitability in the regulatory capitadjuation. Because raising additional
capital is costly, capital accumulation can morsilgarely on funds generated internally
(through higher retained earnings, weaker dividpagments and stock repurchase) in line
with the “pecking order theory of finance” (Flanpeand Rangan, 2008). Thus, we expect a
positive relationship between bank profitability aregulatory capital ratios. We consider the
return on assets as a proxy of bank profitabiRQD@).

Because capital accumulation will also depend onddnd policy and following
Gropp and Heider (2010), we use the dividend pasatid in the framework. We conjecture a
negative relationship between the dividend payaitibrand regulatory capital ratios. The
dividend payout ratio, as defined in the Bloombdegabase, is the ratio of total common
dividends to the difference between net income amdority interests plus preferred
dividends DIV_PYRT).

We include the riskiness of bank assets in thelaggiy capital equation. We consider
the ratio of loan loss provisions to total loah&®_TLO as a proxy of asset risk. Note that
the expected sign for the relationship betweenuhigable and regulatory capital ratios is not
clear-cut. Because bank capital can be viewedsasarity buffer to assume losses from risky
and poor quality assets, banks willing to take higiek might hold more capital (Berger et
al., 2008; Flannery and Rangan, 2008; Nier and Beaumn2006). However, an increase in
this ex postmeasure of risk could lower the regulatory capitdlo, given that capital is
accumulated to face unexpected losses (Ayuso,et(fl4; Fonseca and Gonzalez, 2010). On
the whole, the expected sign for the coefficienthid variable is ambiguous.

We also consider the influence of the cost of ggag a determinant of regulatory
capital ratios following previous works (Ayuso ¢t 2004; Bikker and Metzemakers, 2004;
Jokipii and Milne, 2008; Stolz and Wedow, 2011). Wée the return on equit¢OST_Ei.e.,
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the ratio of net income to total equity) as a prokghe cost of equity. We expect a negative
sign for the coefficient of this variable in thetelenination of regulatory capital ratios.

Nier and Baumann (2006) indicate that the funditmgcsure of the bank is likely to
affect capital buffer. Because uninsured debthsldee likely to face large losses in case of
bank failure, they are particularly sensitive t@ tliskiness of the bank and to its default
probability. From this perspective, uninsured delatars will feel unsafe when the bank is
operating with a capital ratio close to the reguiatminimum requirement and will increase
their monitoring effort. Following the literatursubordinated debtholders are expected to
have the strongest incentives to monitor and dis@pbanks. To avoid higher funding cost,
banks that are more reliant on subordinated delbhwid higher levels of capital. Therefore,
we use the ratio of subordinated debts to totalsd@bT_DISQ to capture such a behavior.
We expect a positive sign for the coefficient agthariable in the determination of regulatory
capital ratios.

Because a bank with a higher charter value can eesiy raise capital on the market,
it will presumably need to hold less capital. Altatively, as argued by Gropp and Heider
(2010), bank reputation and charter value showdd &k protected with a large amount of
capital. We use the ratio of the market value tohbibek value of assetMMKT_BK_VAL as a
proxy of bank charter value. Thus, the expected &g the coefficient of this variable in the
regulatory capital equation is ambiguous.

We also include bank size in the regulatory camtplation. Large banks benefit from
economies of scale in screening and monitoringdvegrs and from greater diversification. In
addition, because of their “too-big-to-fail” positi, large banks might hold less capital in
excess of regulatory requirements. Hence, a negatifationship is expected between bank
size and regulatory capital ratios. We use the ahtagarithm of total assetél_TA as a
proxy of bank size. We expect a negative sign far toefficient of this variable in the
determination of regulatory capital ratios.

We further consider an indicator of regulatory cughnt of bank capitalGAP_REG
in the regulatory capital equation (Laeven and hey008; Shehzad et al., 2010). Because
banking regulation is likely to vary across cousdri this variable controls for possible

country effects. This index is computed from the riWoBank’s 2007 Regulation and

1% To deal with colinearity issues and consistenhwitevious studies, we orthogonalROE with ROA In all
regressions, our proxy of cost of equiGdST _E is the residual component ROE
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Supervisory Database (Barth et al., 2007). Higladues of the bank capital regulation intfex
reflect stronger regulatory oversight. We expedt thnder strong regulation, banks are
encouraged to maintain high levels of capital amdgase their regulatory capital ratios. Thus,
we expect a positive sign for the coefficient agthariable in the determination of regulatory
capital ratios.

We include the influence of the business cycleha tletermination of regulatory
capital ratios. According to previous studies (Aywet al., 2004; Jokipii and Milne, 2008;
Lindquist, 2004), capital buffer and economic atyivend to be negatively related. Banks
tend to decrease their capital buffer during ecdandmoms and increase it during economic
downturns. However, Berger et al. (1995) argue baatks with external growth strategies
might increase their capital buffer during econonthooms to exploit acquisition
opportunities. We consider the annual growth rétea GDP GDP_GW7 as a proxy of the
economic environment. The expected sign for thdfictent of this variable is ambiguous in

the determination of regulatory capital ratios.

4.3.2. Liquidity equation

Berger and Bouwman (2009) shed light on the impagaof bank market power in
the ability to create liquidity. Market power caffiegt the availability of funds (Petersen and
Rajan, 1995) and the distribution of the loan midf (Berger et al. 2005). Greater market
power might enable banks to enhance their transitiom activities by granting more loans
and attracting more funds (i.e., deposits or mafkedtling). Thus, market power is expected
to positively affect liquidity creation and hencanlix illiquidity. We consider the ratio of total
assets of bank located in country to the total assets of the banking system in agynt
(MKT_POW a proxy of bank market power. We expect a pasitiign for the coefficient of
this variable in the determination of bank illiquidf.

' This index is the total number of affirmative aess/to the following questions: (1) Is the minimeapital

ratio requirement in line with the Basel guidelidg®) Does the minimum ratio vary as a functionmafrket

risk? (3) Does the minimum ratio vary as a functdieredit risk? (4) Does the minimum ratio varyaafinction

of operational risk? (5) Is there a simple leveragio required? (6) Are market values of loan dsssi0t
realized in accounting books deducted from capifd)?Are unrealized losses in securities portfoliesiucted?
(8) Are unrealized foreign exchange losses ded@ct@Are accounting practices for banks in accocdavith

International Accounting Standards? For each cguntthe sample, the possible changes in the asstoghese
guestions over the 2000-2006 period were considdieds, for a given country, the value of the indheight

vary over time.

18 Bank size might also be a determinant of bankidigy creation (Berger and Bouwman, 2009; Rauchlet
2009). Large banks could create more liquidity tharaller banks because they have easier accdss tender
of last resort and because they would be thetfirbienefit from the safety net. Therefore a positielationship
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Rauch et al. (2009) indicate the importance of namyepolicy in the explanation of
bank liquidity. When the central bank's policy r&geelatively low, credit supply increases,
which positively affects bank illiquidity (Mishkin1996). In this study, we consider each
country's central bank policy rat€E) a proxy of monetary policy. We expect a negasigm
for the coefficient of this variable in the detenaiion of bank illiquidity.

We also consider the impact of liquidity presswieghe interbank market. We use the
spread between the one-month interbank rate andpthiey rate of the central bank
(IBK1M_CB as a proxy of the liquidity pressures on theriv@k market. Higher values of
the spread reflect higher pressures on the int&rb@arket, which make it more difficult for
banks to access these sources of liquidity andela#l being equal, will therefore increase
their liquidity risk (i.e., they might be unable taise external funds). Consequently, we
expect that higher values of the spread might meggtaffect liquidity creation and bank
illiquidity.

The macroeconomic environment is also likely t@etfbbank activities and investment
decisions (Chen et al., 2010; Pana et al., 201d).ekample, the demand for differentiated
financial products is higher during economic booamsl might improve banks' ability to
expand their loan and securities portfolios atghér rate. Similarly, economic downturns are
exacerbated by the reduction in bank credit suppg. hence conjecture that banks might
increase their maturity transformation activitiesdahus their illiquidity during economic
booms. We use the annual growth rate of real GBIPR_GW1) as a proxy of the economic
environment. We expect a positive sign for the ficeht of this variable in the determination

of bank illiquidity.

Table 5 shows descriptive statistics of all explanavariables.

[Insert Table 5]

could be expected between bank size and illiquidie do not introduce this variable in the liqujd&quation
because it is highly correlated with our proxy ahk market powelKT_POW. In section 6, we perform two
robustness checks. First, we orthogonalize ourypixbank market power with our proxy of bank si¥ée
introduce our proxy of bank size and the residuathgonent of our proxy of bank market power. Secaval,
orthogonalize our proxy of bank size with our praofybank market power. We introduce our proxy ofitba
market power and the residual component of our yrafkbank size. Our results are consistent withs¢ho
obtained without performing such orthogonalizations
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5. Results

To test the impact of liquidity on bank regulatargpital beyond the determinants
identified in the previous literature, we estimatesimultaneous equations system (system
(2)). In the regulatory capital equation, we regrée bank regulatory capital ratio on a set of
determinants from previous literature and on a yrok liquidity. We use alternately two
definitions of the regulatory capital ratio: theefil and 2 capital to risk weighted assets
(T12_RWA and the Tier 1 capital to risk weighted assé&ts RWA. The aim is to examine
whether the results remain the same when consgléhenTier 1 regulatory capital ratio rather
than the Tier 1 and 2 regulatory capital ratio asks might be managing the various
components of regulatory capital differently. e fiquidity equation, we regress the proxy of
liquidity on a set of determinants outlined in fhrevious literature. As proxies of liquidity,
we use two indicators defined previously: the ldjty creation indicatorl(C, in systems (1.a)
and (1.§) and the inverse of the net stable funding réticNSFR in systems (1.b) and
(1.h)). Table B. 1 and Table B.2 in Appendix B show togrelation coefficients among the
explanatory variables in both the regulatory caital the liquidity equations. In addition, in
both the regulatory capital and the liquidity egomas, the presumably endogenous bank-level

indicators are replaced by their one-year laggéuketa Table 6 shows the regression results.
[Insert Table 6]

The illiquidity variablesLC andI_NSFRhave a significant and negative impact only
onT12_RWAas the dependent variable. Banks tend to dectkeselier 1 and 2 capital ratio
when they face higher illiquidity. In contrast, thdo not adjust their Tier 1 capital ratio.
These results show that banks do not strengthdn sbkvency standards when they face
higher illiquidity. The unexpected negative sigos dur liquidity proxies might be explained
as follows. Bank managers might consider certguidi liabilities as stable and thus might be
substituting stable liabilities to capital whenifaghigher illiquidity.

Regarding the other determinants of regulatorytahpatios and of liquidity, most of
the findings are consistent with those obtainegregvious studies. The most relevant factors

to explain bank regulatory capital ratios are peddility (ROA), the riskiness of bank assets

9 Previous empirical studies on capital buffer awgidity highlight potential endogeneity with batevel
indicators. After testing for endogeneity (Hausmast), which confirms the presence of endogeneity a
consistently with these studies, in both the regmacapital and liquidity equations, we replackbank-level
explanatory variables which are presumably endogeriy their one-year lagged value. Regarding our tw
variables of interest (i.e. capital and liquiditwhich are not lagged, we address endogeneity tiymating a
simultaneous GMM equation system.
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(LLP_TLO and the dividend payout rati®V_PYRY. Thus, as hypothesized by Flannery
and Rangan (2008) and Gropp and Heider (2010), rpooétable banks or banks that
distribute lower dividends tend to hold higher talpbuffers, because they benefit from a
better ability to accumulate capital from funds gered internally. In addition, consistent
with Nier and Baumann (2006), banks increase tbapital ratios when they face higher
credit risk.

Focusing on the determinants of liquidity, regulateapital ratios T12_RWAand
T1 RWA and the spread between the one-month interbaekarad the policy rate of the
central bank IBK1M_CB are the most relevant factors. Consistently wita “financial
fragility structure” (Diamond and Rajan, 2000, 2p@hd the “crowding-out of deposits”
(Gorton and Winton, 2000) theories, higher regulat@pital ratios are associated with lower
liquidity creation and illiquidity. According to eh“financial fragility structure” theory, this
result might indicate that banks benefit from theformational advantage, which creates an
agency problem. Banks are likely to extort rentsrfrdepositors. Consequently, banks must
win depositors’ confidence by adopting a fragileaficial structure with a large share of
liquid deposits. Financial fragility favors liquigticreation because it allows banks to collect
more deposits and grant more loans. In additimmfthe “crowding-out of deposits” theory,
higher capital ratios shift investors’ funds froglatively liquid deposits to relatively illiquid
bank capital. Thus, the higher are banks’ cap#abs, the lower is their liquidity creation. In
addition, perhaps surprisingly, the current findingghlight that an increase in the spread
between the one-month interbank rate and the po#ty of the central bank is associated

with higher illiquidity.

In summary, the results show that banks do nonhgthen their solvency standards
when they face higher illiquidity. Neverthelesse thefinition of our liquidity measures can be
adjusted in the U.S. case. Indeed, Harvey and S(®0@j) and Saunders and Cornett (2006)
emphasize the importance of core deposits for baBiks. Core deposits are defined as the
sum of demand deposits, saving deposits and tirpesits lower than US$100,000. These
deposits are to a great extent derived from a Isardgular customer base and are therefore
typically the most stable and least costly sourcdéuatling for banks (Harvey and Spong,
2001). Thus, it might be relevant to adopt an aldgve definition for stable deposits by
considering core deposits for U.S. banks. Consdtyyeme compute an alternative liquidity
proxy by modifying the denominator of the inverdeh®e net stable funding ratid (NSFR.

More precisely, we consider the sum of core depasid other stable funding as a proxy of
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the available amount of stable fundifgrhis liquidity proxy is defined as tHeFR variable.
It is computed as follows for U.S. banks:

0 * (cash + interbank assets + short-term ntalie assets)
+ 0.5 * (long-term marketable assets + customeepgtances)
+ 0.85 * consumer loans
Required amount of stable funding = + 1 * (commeriahs + other loans + other assets + fixed assets)
Core deposits + Stable funding 1 * core deposits
+ 0 * (short-term market debt + other short-teiabilities)
+ 1 * (long-term liabilities + equity)

CFR =

The impact of liquidity on regulatory capital ratios separately for European and U.S.
banks: The importance of core deposits for U.S. banks

To delve deeper into the relationship between ditjpiand regulatory capital ratios,
we run regressions separately for European and hasks by also considering tgFR
variable for U.S. banks. Table 7 and Table 8 sHmweégression results. TK#-R variable is
included in systems (1.c) and (}.m Table 8. In system (1.c), tlke RWAvariable is the Tier
1 and 2 capital to total risk weighted asséfd2( RWA) In systems (1'%, the K_ RWA
variable is the Tier 1 capital to total risk weigtitassetsI(l_RWA)

[Insert Tables 7 and 8]

Regarding European banks, the coefficientsL@f and |_NSFR are significantly
negative for both definitions of regulatory capitatios as the dependent variables. These
results emphasize that European banks do not stemgheir solvency standards when they
face higher illiquidity.

Focusing on U.S. banks, for both definitions ofulatpry capital ratios, all proxies of
liquidity are not significant to explain bank regtdry capital ratios. These results suggest that
U.S. banks regulatory capital ratios are not afféchy changes in illiquidity even when
considering a measure of bank liquidity that fosus®re closely on core deposits. On the
whole, U.S. banks do not strengthen their solvestandards when they face higher

illiquidity.

% The average share of core deposits to total desposer the 2000-2006 period is 79% for the U.Swkba
included in the sample. However, there is a higerogeneity: the standard deviation of this raid3.5%.

21



Theimpact of bank size on the relationship between liquidity and regulatory capital ratios

By running separate regressions for U.S. and Eampanks, the results show that,
regardless of their institutional environment, bailo not strengthen their regulatory capital
ratios when they face higher illiquidity. Howevdegpending on their size, the ability of banks
to access external funding is presumably differdr@irge banks might benefit from a
reputational advantage, possibly providing themaadber access to financial markets. This is
likely to affect the causal link that goes from kalfiquidity to capitaf’. Furthermore, large
and small banks might have different scope of ds/ and contrasting business models.
Following the literature, a bank is considered daifgts total assets exceed US$1 billion. The
sample includes 217 large U.S. banks of a totdd7f U.S. banks and 170 large European
banks of a total of 207 European banks. The dater shat small banks both in Europe and in
the United States are on average more focusedaditidnal intermediation activities than
large banks (see Appendix C, Table C.1). Small bdrdtd significantly more average shares
of loans and deposits in total assets than larggshd herefore, we run regressions separately
for large and small banks, still separating Europaad U.S. banks (Table 9 and Table 10).

[Insert Tables 9 and 10]

In addition, following the subprime crisis, mosguatory authorities emphasize the
importance of “systemically important financial fistions”. The Federal Reserve qualifies a
bank as “significant” if it holds US$50 billion anore in total consolidated assets (FED,
2011¥2 Using this criterion, we run regressions sepéydte European and U.S. banks on
three sub-samples of banks: the very large (isggnfficant”) banks, the other large banks and

the small banks. Tables 11 and 12 show the regiresssults.

[Insert Tables 11 and 12]

% Berger and Bouwman (2009) also argue that thetiifal fragility structure”, the “deposit crowdirmg#t” and
the “risk absorption” effects might affect diffetgnthe causal link that goes from bank capitallitidity
creation depending on bank size. They expect thidd the “financial fragility structure” and “deposirowding-
out” effects are likely to be relatively strong fmall banks. Indeed small banks deal more withepn¢neurial-
type small businesses, where the close monitorigiglighted in Diamond and Rajan (2000, 2001) is éntg@nt.
In addition, small banks tend to be more fundeddbgosits, so that capital may “crowd out” depoaisin
Gorton and Winton (2000). This effect is likelytie relatively weak for large banks that can molgaccess
market funding.

% The term significantis used in the credit exposure reporting provisiohthe Dodd-Frank Act, which apply
to bank holding companies and foreign banks that@ated as a bank holding company and that h&%50
billion or more in assets (FED, 2011).
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Regarding European banks, for both large and shaalks, banks do not strengthen
their regulatory capital ratios when they face bighliquidity (Table 9). However, because
the sample of European banks includes a relatioslynumber of small banks (i.e., only 37
banks), the results for small European banks mighbe as reliable as those for large banks.
For large and small U.S. banks (Table 10) and &b blefinitions of regulatory capital ratios,
theLC and the_NSFRvariables are not significant to explain bank ratpry capital ratids.
However, when we consider a measure of liquidigt focuses more closely on core deposits
the results differ according to the size of bankeleed, the coefficient 0€CFR is not
significant for large banks, but it is significanfositive for small banks with both definitions
of regulatory capital. Thus, small banks incredsgr regulatory capital ratios when they face
higher illiquidity, as measured by tl&FR variable. These findings suggest that when small
banks face higher illiquidity, they increase theagulatory capital ratios, presumably to

secure access to external sources of liquiditgdassary.

Regarding our findings for very large banks, oumpgk includes 20 very large
financial institutions, 197 other large banks and 8fall banks in the United States (i.e., 3%,
34% and 63% of the sample of U.S. banks, respdgtivaend 56 very large financial
institutions, 114 other large and 37 small bank&umope (i.e., 27%, 55% and 18% of the
sample of European, respectively). For Europeakdyadhe main conclusions (Table 11) are
consistent with those previously obtained by sdapayalarge and small banks with both
definitions of regulatory capital ratios. RegardidgS. banks (Table 12), only small banks
increase their regulatory capital ratios when fgdirgher illiquidity considering a measure of
bank illiquidity that focuses more closely on coleposits. These findings suggest that bank
managers might be rationally targeting a liquidigyio different from the one proposed by
Basel Il to adjust their regulatory capital ratié®r very large and other large banks, there is
no significant positive link between regulatory ¢apratios and illiquidity. Presumably, very
large banking institutions might underestimate liifyi risk because of their too-big-to-fail

position. If bank executives believe they can gysiiecally have priority access to liquidity

% Regarding the causal link that goes from bank tahpo liquidity creation, our results show thaisth
relationship is insignificant for large banks. Thisding is consistent with the results of Bergad@ouwman
(2009) based on a liquidity creation indicator igng off-balance sheet activities. However, theydfa positive
and significant relationship between capital anditlity creation for large banks when they consiédiquidity
creation measure that includes off-balance shewfitas. In contrast with Berger and Bouwman (2)08e do
not find a significant and negative relationshipween bank capital and liquidity creation for sni@ihks. Our
sample only includes listed banks and ignores gelaumber of small privately owned banks. The tesale
therefore not directly comparable but suggest phedicly traded banks which are more closely maritdoby
market participants behave differently than prilsatavned ones.
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for safety net and systemic risk considerations,hsumstitutions will not adjust their
regulatory capital ratios accordingly. However,gkrinstitutions might also be managing
liquidity differently, with more sophisticated dffalance sheet instruments. Because a
detailed breakdown of off-balance sheets is notlava in standard databases, we solely
consider the liquidity profile of banks stemmingrir their on-balance sheet positions.
Therefore, our liquidity measures will either ureltimate or overestimate a bank's actual
exposure to liquidity risk depending on the extehtts net off-balance sheet commitments
(i.e., short or long net positions). This couldealbur results for large banks because they are
generally more involved in off-balance sheet atitgi and specifically in sophisticated
instruments, than small banks. If the actual exposi large banks to liquidity risk is higher
than the one captured through their on-balancet shgerations, the results would still be
consistent. However, if their actual exposure vgdobecause they are using off-balance sheet
instruments to hedge part of their liquidity rige results for large banks will merely indicate
that such institutions manage their liquidity diffatly and not necessarily that they are taking

advantage of their too-big-to-fail position.
6. Robustness checks

We perform several robustness checks, still consigeEuropean and U.S. banks
separately according to their size. We run regoessseparately for 2 groups: large and small

banks. Appendix D presents regression results.

First, we check the robustness of our results loluding the banks with regulatory
capital ratios below the minimum requirements. Fropean banks, the number of
observations remains unchanged for the group ofl draaks but 13 observations are added
for the group of large banks (Table D.1). For Wb&nks, 2 observations are added for the
sub-sample of large banks and 4 observations &sti-sample small banks (Table D.2). In
all cases, the results are consistent with thos@quisly obtained.

We further investigate the robustness of our resiit considering bank regulatory
capital buffer instead of bank regulatory capitias. We take in account that regulators set
the minimum requirement at 8%, except in Cyprusreliteis equal to 10% and in the United
Kingdom where it is equal to 9% following Jokipind Milne (2008§*. In addition, in

#*|n the United Kingdom, the Financial Stability Aotity considers two capital ratios: the triggeticand the
higher target ratio. The trigger ratio correspotmghe regulatory minimum risk weighted capitaligatThe
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Germany, regulatory minimum requirement is set2d% for newly established banks in the
first two years of business. However, such banksnat included in the sample of German
banks. We perform this robustness check only fopgeans banks considering the Tier 1 and
2 regulatory capital ratio. Indeed, as the minimmaxguirement for this regulatory capital ratio
is set to 8% in the United States, considering Tiand 2 regulatory capital buffer or the Tier
1 and 2 risk weighted capital ratio leads to thmeaesults. Similarly, as the minimum
requirement for the Tier 1 risk weighted capitdiaas set to 4% in all countries, considering
Tier 1 regulatory capital buffer or the Tier 1 rigleighted capital ratio leads to the same
results. Regression results considering only Ewopganks are shown in Table D.3. The
results are consistent with those previously obthingh the Tier 1 and 2 regulatory capital
ratio.

Following Berger and Bouwman (2009), we also runestimations on a sub-sample
limited to “true commercial banks”. We impose tlédwing restrictions. We exclude a bank
if it is very small (with total assets below US$&8llion) and if it has consumer loans
exceeding 50% of total assets. Berger and Bouwi2@d9 also delete a bank if it (1) has no
loans outstanding; (2) has zero deposits; (3) beas ar negative equity capital. However, we
have no such banks in our sample. Furthermore, dbegider two other criteria and delete a
bank if it has unused commitments exceeding fauesi of total assets and if it resembles a
thrift (residential real estate loans exceeding 5%b6tal assets). Due to data limitation we do
not consider these two additional criteria. Fordpaan banks, we delete 74 observations for
large banks and 42 observations for small bankbléTA.4). For U.S. banks, we delete 126
observations for large banks and 160 observationsrhall banks (Table D.5). In all cases,
the main conclusions are consistent with those pusly obtained on our full sample of
banks.

Large banks could create more liquidity than srbalhks because they have easier
access to the lender of last resort and becaugevin@ld be the first to benefit from the safety
net. Therefore a positive relationship could be etguebetween bank size and illiquidity. As
an additional robustness check, we introduce aypaobdxank size in the liquidity equation.
The natural logarithm of total assetdN( TA is considered as a proxy of bank size. As this
variable is highly correlated with our proxy of lkamarket powerNIKT_POW, we perform
two robustness checks. First, we orthogonalise ppaky of bank market power with our

higher target ratio is set above the trigger ratsulting in higher levels of capital requiredthg regulators for
individual banks. Jokipii and Milne (2008) consi@®% requirement for UK banks. To deal with tisisuie and
following Jokipii and Milne (2008), the regulatonyinimum risk weighted capital ratio is set at 9%his study
for UK banks.
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proxy of bank size. We introduce our proxy of bame and the residual component of our
proxy of bank market power (Table D.6 and Table)DSeécond, we orthogonalise our proxy
of bank size with our proxy of bank market powere Wtroduce our proxy of bank market

power and the residual component of our proxy ekisze (Table D.8 and Table D.9). In all

cases, our results are consistent with those prslyjimbtained.

The regression specification is inspired by theoties of bank liquidity creation.
These theories argue that banks create liquiditynwiHigluid assets are transformed into
liquid liabilities but not when they are transfornimto illiquid claims such as equity. The
theories also emphasize that equity might affdedrek’s ability to create liquidity. A potential
concern about the regression specification is ¢hatent bank equity is included in both the
liquidity creation indicator and the regulatory dapratios. To address this issue, following
Berger and Bouwman (2009), we compute an alteraadliyuidity creation measure by
excluding equityLC_EE This measure does not penalize banks for fungeag of their
activities with equity capital. As a result, theasared amount of liquidity creation is higher
for all banks, and this increase is larger for Isan&lding more capital (Table D.10 and Table
D.11). In all cases, the main conclusions are stasi with those previously obtained with
theLC variable.

To determine the robustness of the results forl tiNSFRvariable, we change the
weight of 0.7 for demand and saving deposits. Werradtely consider three other weights to
determine whether the results can be affected bgxtent of deposits considered stable. The
first weight, 0.5 [ NSFR_DO}), is the minimum weight set by the Basel Committee
Banking Regulation and Supervision for stable dedreamd saving deposits. The second, 0.85
(I_NSFR_DO08} is the maximum weight set by the Basel CommitieéBanking Regulation
and Supervision for stable demand and saving depoBhne third, 1, is the extreme case
considering all demand and saving deposits asest&lplicit deposit insurance systems and
implicit government guarantee of deposits mitigaee risk of run on deposits and strengthen
their stability ( NSFR_D1) In all cases, the main conclusions are consisietit those
previously obtained with thie NSFRvariable (Table D.12 and Table D.13).

Finally, we further examine the robustness of oesutts by considering other
definitions for liquidity proxies. First, we use aiternative specification of the liquidity
creation indicator by computing the ratio of illiquassets to illiquid liabilitieslA_IL) as
defined by Berger and Bouwman (2009). Second, wee ausiquidity proxy based on the
“liquidity transformation gap (also calledLT Gap as Deep and Schaefer (2004) suggest.
ThelLT Gapis the difference between liquid liabilities amgliid assets held by a bank, scaled
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by its total assets. In their work, they deem ladl &ssets and the liabilities that mature within
one year liquid. Using this definition of illiquidssets and liabilities of Deep and Schaefer
(2004), we compute thdiduidity transformation rati® (also called’LT Ratio”, LTR) as the
ratio of illiquid assets (i.e., total loans, loregrh marketable assets, other assets and net fixed
assets) to illiquid liabilities (i.e., time depasitong term market funding and equity). Finally,
we use an alternative specification of {GER variable based on thdirfancing gap of
Saunders and Cornett (2006). THadncing gap is the difference between average loans
and core deposits. Using this indicator, the cagodit ratio CDR) is the ratio of total loans
to total core deposits. As for th@éFR variable, the core deposit ratio variable is only
calculated for U.S. banks, as core deposits cay lmmlidentified for U.S. banks (Table D.14
and Table D.15). In all cases, the results confirendonclusions previously obtained.

7. Concluding remarks

The purpose of this paper is to study the relahgmbetween bank regulatory capital
buffer and liquidity. Building on previous studi@sdicating that capital and liquidity are
presumably jointly determined, we consider a siamdbus equations model to investigate the
impact of liquidity on regulatory capital buffer yand the determinants considered in the
existing literature. Specifically, we question whet banks maintain or strengthen their
regulatory capital buffer when they face lower l@jty because regulatory requirements
regarding liquidity have not yet been implemented.

The main results show that banks do not strengtein regulatory capital when they
create more liquidity (i.e., when they fund largeortions of illiquid assets with liquid
liabilities) or when they face higher illiquiditysadefined in the Basel Il accords.
Nevertheless, the definition of stable funding milgatadjusted in the U.S. case. By using an
alternative indicator of liquidity that focuses raariosely on core deposits for U.S. banks, the
results show that small U.S. banks do actuallyngtieen their solvency standards when they
face higher illiquidity.

These findings support the need to implement minintiquidity ratios concomitant to
capital ratios, as stressed by the Basel Comnotte®anking Regulation and Supervision, but
they also cast doubt on the accuracy of the curframework. Adding liquidity ratios to
capital ratios might be more relevant for large Kvag institutions than for small banks.
Moreover, the definition and measurement of ligyignust be further clarified under a global

regulatory framework. Regulators need to determahat type of liquid liabilities should be
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considered stable for a deeper regulatory defmitb the notion of core or stable deposits.
These findings also raise questions regarding thplementation of uniform liquidity
requirements to all types of banks if large bankingtitutions either behave differently

because of their too-big-to-fail position or areeatd manage their liquidity differently.
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Table 1. Distribution of U.S. and European publiclytraded commercial banks

Banks . . Total assets of banks in final
. . Banks included in
available in our final sample sample / total assets of the
Bloomberg banking system (%)
United State: 64t 574 66.4
Europe 22t 207 60.4
Austria 8 8 57.2
Belgiumr 4 3 80.2
Cyprus 4 4 69.7
Denmarl 44 38 60.€
Finlanc 2 2 71.2
France 22 22 62.1
German 18 14 40.1
Greec! 12 12 80.€
Icelanc 2 2 66.2
Irelanc 3 3 31.c
Italy 24 22 59.¢
Liechtenstei 2 2 50.1
Malta 4 4 325
Netherland 2 2 47.6
Norway 23 20 70.3
Portuga 6 6 55.3
Spair 15 15 64.4
Swedel 4 4 72.6
Switzerlant 22 18 74.8
United Kingdon 7 6 61.5

Source: Bloomberg, European Central Bank, Bank of &mnfjlNational Bank of Switzerland, Sveriges Riskb&dgmarks
Nationalbank, Central Bank of Iceland, FDIC and FaeNorway. To deal with the issue of sample repriasizeness, we
compare aggregate total assets of banks includédeirinal sample (i.e., U.S. and European publicdgled commercial
banks) with aggregate total assets of the whol&ibgrsystem. From 2000 to 2006, we compute the i@itiaggregate total
assets of banks included in the final sample taexgge total assets of the whole banking systers fHfble reports the
average value of this ratio country by country.

Table 2. Summary descriptive statistics of the sant of U.S. and European listed
commercial banks, on average, from 2000 to 2006

Total assets in| Total loans / | Total deposits Lognlloss Tier 1 capital /| Tier 1 and 2 Total interest
USS$ billion total assets total assets provisions / total assets | capital / RWA ROA fncome / total
total loans income
All banks
Mean 425 65.4 70.7 0.4 8.4 134 0.9 72.0
Median 1.0 67.2 76.1 0.3 7.9 12.6 1.0 75.6
Max 2176.5 95.1 93.9 6.7 35.2 34.0 6.9 100.0
Min 0.02 4.8 4.1 -1.2 2.1 8.0 -13.3 4.7
Std. Dev. 180.0 14.2 17.0 0.5 3.3 3.3 0.9 15.6

Source: Bloomberg (2000-2006). All variables areresped in percentage, exc&ptal assetsTotal assetin US$ billion;
Total loans / total asset§commercial loans + consumer loans + other loane)al assetsyotal deposits / total assets:
(demand deposits + saving deposits + time depsdither time deposits) / total assdtean loss provisions / total loans:
loan loss provisions / (commercial loans + consulmans + other loans)ier 1 capital / total assetsFier 1 capital / total
assetsTier 1 and 2 capital / RWA(Tier 1 capital + Tier 2 capital) / total risk vghited assetdROA: net income / total
assetsTotal interest income / total incomg@nterest income from loans + resale agreemeimsgefbank investments + other
interest income or losses) / total income.
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Table 3. Balance sheets weighting used to calculdtes liquidity creation indicator

Assets Liquidity level Weights
Cash and near cash items Liquid -0.5
Interbank assets Semiliquid 0
Short-term marketable assets Liquid -0.5
Commercial loans llliquid 0.5
Consumer loans Semiliquid 0
Other loans Semiliquid 0
Long-term marketable assets Semiliquid 0
Fixed assets lNiquid 0.5
Other assets llliquid 0.5
Custumer acceptances Semiliquid 0
Liabilities
Demand deposits Liquid 0.5
Saving deposits Liquid 0.5
Time deposits Semiliquid